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Abstract—Flash memory solid-state disks (SSDs) are replacing hard disk drives (HDDs) in mobile computing systems because of

their lower power consumption, faster random access, and greater shock resistance. We describe Hydra, a high-performance flash

memory SSD architecture that translates the parallelism inherent in multiple flash memory chips into improved performance, by means

of both bus-level and chip-level interleaving. Hydra has a prioritized structure of memory controllers, consisting of a single high-priority

foreground unit, to deal with read requests, and multiple background units, all capable of autonomous execution of sequences of high-

level flash memory operations. Hydra also employs an aggressive write buffering mechanism based on block mapping to ensure that

multiple flash memory chips are used effectively, and also to expedite the processing of write requests. Performance evaluation of an

FPGA implementation of the Hydra SSD architecture shows that its performance is more than 80 percent better than the best of the

comparable HDDs and SSDs that we considered.

Index Terms—Flash memory, flash translation layer (FTL), solid-state disk (SSD), storage system.
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1 INTRODUCTION

FLASH memory is increasingly being used as a storage
medium in mobile devices because of its low power

consumption, fast random access, and high shock resis-
tance. Moreover, the density of flash memory chips has
doubled every year for the past 10 years and this trend is
expected to continue until 2012 [11]. Flash memory solid-
state disks (SSDs) provide an interface identical to hard disk
drives (HDDs), and are currently replacing HDDs in mobile
computing systems, such as ultramobile PCs (UMPCs) and
notebook PCs.

The type of flash memory used for bulk storage applica-
tions is NAND flash, which is organized into physical
blocks, each of which contains a set of pages that are accessed
by read and program operations [29]. HDDs allow data to be
overwritten directly, but flash memory cannot perform in-
place updating. Instead, writing is performed by a program
page operation, which must be preceded by an erase block
operation that sets all the bits in the target physical block to 1.
Moreover, there is an asymmetry in read and program
speeds—the read operation is much faster than the program
operation (20 �s versus 200 �s).

Operating systems use storage devices to provide file

systems and virtual memory, and it is usually assumed that

these devices have an HDD-like interface. In order for flash

memory to achieve wide acceptance as a storage device, it
has to emulate the functionality of HDDs. The software
layer that provides this emulation is called the flash
translation layer (FTL) [10]. It hides the peculiarities of
flash memory and gives the illusion of an HDD.

In this paper, we describe a flash memory SSD
architecture, called Hydra, that exploits the parallelism of
multiple NAND flash memory chips to enhance storage
system performance. The Hydra SSD architecture uses
various techniques to achieve this goal:

1. The disparity between the slow flash memory bus
(<40 MB/s) and the fast host interface (>150 MB/s)
is overcome by interleaving enough flash memory
buses so that their collective bandwidth meets or
exceeds that of the host interface. In addition to this
bus-level interleaving, chip-level interleaving hides
the flash read latency.

2. Multiple high-level flash memory controllers execute
sequences of high-level flash memory operations
without any intervention by the FTL. One of these
controllers is designated as the foreground unit and
has priority over the remaining controllers, called
background units. The foreground unit is used to
expedite the processing of host read requests for
which processes in the host system are waiting.

3. Aggressive write buffering expedites the processing
of host write requests. More importantly, it also
allows the parallelism in multiple flash memory
chips to be exploited by multiple background units
that perform materialization to flash memory in
parallel on different interleaved units.

The rest of this paper is organized as follows: The basics
of NAND flash memory and related work on FTL and solid-
state disks are reviewed in the next section. We then present
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the Hydra SSD architecture in Section 3. A prototype
implementation in FPGA and its performance evaluation
results are presented in Section 4. Finally, we conclude in
Section 5, and suggest some directions for future research.

2 BACKGROUND AND RELATED WORK

2.1 NAND Flash Memory

A NAND flash memory chip consists of a set of blocks,
each of which consists of a set of pages. Each page has a
data part that stores the user data and a spare part that
stores metadata associated with the user data. The size of
the data part is a multiple of the sector size (512 bytes), and
the size of the spare part is typically 16 bytes for each sector
in the data part. Currently, the most popular block size is
128 KB, consisting of 64 pages, each of 2 KB (a data part of
four sectors and a spare part of 64 bytes) [29], and this
configuration will be considered throughout this paper
although our technique does not rely on it.

Fig. 1 shows the four major operations provided by a
typical low-level flash memory controller. We will explain
these operations in detail using the timings of the Samsung
K9K8G08U0M 8 Gb NAND flash memory chip [29].

The erase block operation sets all the bits in a block to 1
and takes about 2 ms. As shown in Fig. 1, this operation is
initiated by an erase command that includes the address of
the block to be erased. After the erase is complete, a status
check command is issued to detect any errors that might
have occurred during the operation.

The program page operation writes the data supplied to
a page that has been previously erased. It consists of three
phases. In the data transfer phase, the data to be written to
the target page is transferred at 40 MB/s over the flash
memory bus to the internal page buffer in the NAND flash
memory chip. Then, a program command is issued along
with the address of the target page. Programming takes
about 200 �s. When it is complete, a status check command
is issued (as in the erase block operation) to check for errors.

The read page operation reads a page from flash
memory. First, a read command is issued. This loads a
page into the memory’s internal page buffer, which takes

about 20 �s. Then, the data in the internal page buffer is
read out at 40 MB/s over the flash memory bus.

The copy-back page operation transfers data from one
page to another inside the chip while allowing a portion of
the data to be modified with externally supplied data. This
operation is much more efficient than moving the data out
of the chip and back in again, using a read page operation
followed by a program page operation. The copy-back page
operation is initiated by a read command that moves the
data to the internal page buffer. Then, the data correspond-
ing to the portion of the page to be modified is transferred
to the internal page buffer and a program command is
issued. Finally, the usual status check is performed.

NAND flash memory is subject to bit-flipping errors,
causing one or more bits in a page to be reversed. This can
be accommodated up to a point by external error-correction
logic. NAND flash memory can also tolerate a limited
number of bad physical blocks, which increases both the
yield and the lifetime of the chips. These bad blocks are
identified by a special mark at a designated location in each
block. Even the good blocks have a limited lifetime, which
necessitates a technique called wear-leveling [10] that tries
to even out the number of times that each block is erased.

2.2 Flash Translation Layer (FTL)

The flash translation layer (FTL) hides the peculiarities of
flash memory and emulates the functionality of an HDD. The
most important role of the FTL is to maintain a mapping
between the logical sector address used by the host system
and the physical flash memory address. This mapping can
either be at the page level [17], [33] or at the block level [2],
[16], [21], [22], [32]. In a page-level mapping, a logical page
can be mapped to any page in flash memory, making it more
flexible than block-level mapping, which will be explained
shortly. In a page-level mapping, the physical blocks in flash
memory form the same sort of log that we find in a log-
structured file system [27]. As data is written into the
memory, it is simply appended to the end of the log. When
the amount of free space in the log drops below a given
threshold, garbage collection is triggered: a physical block is
selected and all the valid pages (i.e., those whose correspond-
ing logical pages have not been overwritten) in that block are
copied to the end of the log. After the copy operation, the
whole block is erased and added to the list of free space. The
choice of block to be garbage-collected is based on a cost-
benefit analysis [8], [17], [27], [33].

Page-level mapping is flexible but suffers from a number
of problems. First, it requires a large amount of memory for
the mapping table. For example, a 16 GB flash memory
storage device requires a 32 MB mapping table, assuming that
each entry takes 4 bytes. Second, the overheads of garbage
collection increase sharply as the proportion of valid pages
increases, an effect that is well known in log-structured file
systems [33]. Finally, the performance of page-level mapping
on sequential reads is relatively poor since logically sequen-
tial sectors are physically scattered over the whole memory.

In a block-level mapping, each logical sector address is
divided into a logical block address and a sector address
within that logical block, and only the logical block address
is translated into a physical block address. Although block-
level mapping is free from the problems of page-level
mapping explained above, it requires extra flash memory
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Fig. 1. Low-level NAND flash memory operations.



operations when any pages in a logical block are modified.
For example, when there is a write request to a single page
in a logical block, that block must be remapped to a free
physical block; a program operation must then be per-
formed on the target page in the new physical block; and all
the other pages in that block have to be copied from the old
physical block to the new one.

The need for expensive copy operations in block-level
mapping can be reduced by various nonvolatile write
buffering schemes [2], [16], [21], [22], [32]. These buffering
schemes temporarily store the data from the host in physical
blocks called write buffer blocks before block remapping is
performed. Write buffering schemes can be classified as
block-level [2] or page-level [16], [21], [22], [32] depending
on where the newly written page is placed. In a block-level
write buffering scheme (e.g., [2]), a newly written page can
only be placed in the same page in a write buffer block. On
the other hand, in a page-level write buffering scheme, a
new page can be placed in any page in a write buffer block,
regardless of whether the association between logical blocks
and write buffer blocks is direct mapped [21], [32], set
associative [16], or fully associative [22].

2.3 Solid-State Disks (SSDs)

In the early days of flash memory, Wu and Zwaenepoel
proposed a mass storage system architecture called eNVy
[33]. This used page-level mapping and was equipped with
battery-backed SRAM for efficient write buffering. It was
designed to act as a main memory, whereas more recent SSDs
have been designed to replace HDDs, as their name suggests.

In hybrid HDDs [24], a small amount of flash memory is
added to an otherwise standard HDD, and it is used to buffer
write requests from the host so that the HDD can be spun
down for extended periods of time, improving both energy
efficiency and reliability. In addition, the flash memory can
cache frequently accessed sectors to improve the read
performance, and it can also be used to speed up boot-up
and resume by pinning the sectors required during these
operations.

Another hybrid approach is to combine flash memory
with nonvolatile RAM (NVRAM). In the Chameleon SSD
architecture [34], a small amount of NVRAM, such as
ferroelectric RAM [30], is combined with the flash memory
in an SSD. This allows the efficient handling of small random
writes which are otherwise slow because flash memory does
not allow in-place updates. In Chameleon, the bulk data is
stored in flash memory and the NVRAM contains the
nonvolatile data structures in the FTL, such as the mapping
table, that are subject to frequent small random writes.

Kgil et al. [18], [19] proposed a disk cache architecture
based on flash memory, in which the disk cache is partitioned
into a read cache and a write cache. This partitioning
improves the read performance of the disk cache as a whole
since the sectors cached in the read disk cache are much less
involved in garbage collection. Another interesting feature of
this disk cache architecture is a programmable error-
correction code (ECC) which is of adjustable strength so as
to allow a trade-off between performance and reliability.

Kim and Ahn [20] proposed an efficient buffer manage-
ment scheme called BPLRU for block mapping SSDs with
three significant features: block-level LRU that takes the size

of flash memory blocks into account; page padding to
convert scattered writes within a flash memory block into
one sequential write; and LRU compensation to optimize
the handling of sequential writes.

Prabhakaran et al. [26] proposed an extended, transac-
tional interface to SSDs with two alternative commit
protocols, simple cyclic commit and back pointer cyclic
commit, both of which are optimized to the unique
characteristics of flash memory such as the lack of in-place
updates and the spare part in each page.

An SSD architecture based on page-level mapping was
suggested by Birrel et al. [4], who described both volatile
and nonvolatile data structures, and the reconstruction of
the former from the latter during power-on. This recon-
struction process is relatively fast because the last page in
each block is reserved for summary information about the
other pages in that block; this obviates the need to scan all
the pages in the flash memory during power-on.

Agrawal et al. [1] discussed the many design compro-
mises required in building an SSD based on a page-mapping
FTL and evaluated those trade-offs using trace-driven
simulations. The trade-offs discussed include the choice of
mapping granularity, interleaved or parallel flash memory
operations, free block managements, and wear-leveling.
They also analyzed the effects of design parameters such as
cleaning thresholds and overprovisioning in a page-level
mapping FTL.

This paper presents Hydra, a new SSD architecture based
on block-level mapping. It extensively exploits the paralle-
lism inherent in multiple flash memory chips using various
design techniques such as interleaving, prioritized handling,
and volatile write buffering. They are well-known techni-
ques in many areas in computing, but Hydra adopts them in
the context of block-mapped flash memory SSD. The
evaluation based on a prototype implementation provides
comprehensive analysis on the effect of those techniques.

3 HYDRA SOLID-STATE DISK ARCHITECTURE

The Hydra SSD is based on block-level mapping and its
overall architecture is shown in Fig. 2. The SSD is connected
to a host system (e.g., a desktop PC or notebook PC) through
a device-side storage system protocol such as serial ATA
(S-ATA) [13] or serial attached SCSI (SAS) [15]. The
embedded processor together with the SRAM and code
storage provides the execution environment for the FTL.

The host system requires not only a high bandwidth that
meets or exceeds the maximum speed of its interface, but
also fast response times for both reads and writes. On the
other hand, the NAND flash memory is characterized by a
slow (<40 MB/s) bus. Hydra reconciles this mismatch by
the use of multiple flash memory buses whose collective
bandwidth meets or exceeds the maximum bandwidth of
the host interface. It also uses chip-level interleaving to
hide the flash read latency. Both bus-level and chip-level
interleaving are implemented by the MUX/DEMUX unit
shown in Fig. 2.

In Hydra, the set of flash memory chips that are related to
each other by the bus-level and chip-level interleaving is
called a superchip. Fig. 3 shows an example in which the
degrees of bus-level and chip-level interleaving are 4 and 2,
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respectively. Like a (physical) block in a flash memory chip,

we can define a (physical) superblock in a superchip as a set of
physical blocks, one from each chip in the superchip. (This is
not to be confused with the term “superblock” used to refer
to the metadata describing a file system.) Similarly, a
superpage i of a superblock is formed from the ith pages of
all the constituent physical blocks in the superblock. As the

result of these definitions, the size of a superblock is the same
as that of physical block (128 KB), multiplied by the combined
bus-level and chip-level interleaving, and the size of a
superpage is determined in the same way. For example, in
the configuration shown in Fig. 3, the sizes of the superblock

and superpage are 1,024 KB and 16 KB, respectively.
To meet the maximum bandwidth requirement of host

write requests, Hydra employs volatile write buffering
using bulk RAM, which is typically implemented as high-
bandwidth DRAM. This write buffering reduces the
response time of host write requests, since a write request

received from the host by the inbound feeder in Fig. 2 can be
acknowledged as soon as all the data from the host has been
buffered to the bulk RAM. The data is later materialized to
flash memory by the multiple background units shown in

Fig. 2. Each of these units is capable of performing high-

level flash memory operations on superchips without any

intervention by the FTL.
To achieve the fast response time required for host read

requests, Hydra uses the foreground unit shown in Fig. 2.

This has a higher priority than the background units to

avoid the read requests being delayed by non-time-critical

materialization tasks performed by the background units.

This prioritized access to the bus is implemented by the

prioritized forwarder unit, also shown in Fig. 2.
To further reduce the response time of host read requests,

Hydra uses a foreground request synthesizer unit. This

contains hardware which automatically generates requests

to the foreground unit in response to a read request by the

host, using a mapping stored in a table in the bulk RAM.
Some of the sectors requested by a host read request may

already be write-buffered in the bulk RAM. Therefore,

Hydra uses the outbound feeder unit to read the write-

buffered data from the bulk RAM and the selective replacer

unit to make the required replacements to the sectors read

from flash memory.
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Fig. 2. Overall architecture of the Hydra SSD.

Fig. 3. Example of bus-level and chip-level interleaving. (a) Block size ¼ 128 KB, page size ¼ 2 KB. (b) Superblock size ¼ 1;024 KB, superpage size ¼
16 KB.



The CRC/ECC encoder and decoder units in Fig. 2 are
used to detect and correct possible bit-flipping errors in
flash memory.

The final component of note is the splitter unit, which is
used to forward data from flash memory either to the host
interface or to the bulk RAM.

Prefetching and read caching are not used in Hydra
because a preliminary study showed that the read speed
provided by flash memory is sufficiently high so that the
overhead of the software needed to implement these two
techniques would outweigh their benefits.

In the following sections, we detail the key features of the
Hydra SSD architecture, which are the bus-level and chip-
level interleaving mechanism, the write buffering techni-
que, the foreground and background units with their
interactions, and the wear-leveling technique.

3.1 Bus-Level and Chip-Level Interleaving

The Hydra SSD uses interleaving over multiple flash
memory buses to overcome the bandwidth limitation of the
flash memory bus. In the bus-level interleaving, sectors
within a superblock are distributed in a round-robin manner.
This is illustrated in Fig. 4a, without any chip-level
interleaving.

In the context of this organization, Fig. 5a shows the
timing of sequential read accesses from a superblock. In this
figure, the dependencies between flash memory operations
are indicated by arrows. For example, the arrow that starts
at the first flash read command addressed to chip 0 on
bus 0, and goes to the first data transfer from the same chip,
indicates that this data transfer is only possible after the
flash read latency of 20 �s.

In this example, flash read commands are initially issued
to all the chips belonging to the same superchip (i.e., chip 0
on all buses). After the flash read latency, data transfers
are made over the flash memory buses. With the sector
distribution shown in Fig. 4a, sectors are fetched from the
flash memory buses in a round-robin manner. For example,
sectors 0, 4, 8, and 12 are fetched from flash memory bus 0,
sectors 1, 5, 9, and 13 from flash memory bus 1, and so on.
The speed-matching buffer between the MUX/DEMUX unit

and each flash memory bus allows concurrent data transfers
from the flash memory bus while the MUX/DEMUX unit is
fetching data from the speed-matching buffer associated
with another flash memory bus. This bus-level interleaving
achieves an effective bandwidth of 160 MB/s (16 sectors in
50 �s) within a superpage by the use of four 40 MB/s flash
memory buses, as shown in Fig. 5a. However, there is an
unavoidable time interval between accesses to different
superpages, during which the flash memory buses are idle
(indicated by a black box in the figure) because the flash
read latency is not fully hidden by the data transfer time.

This idle time can be eliminated if we introduce chip-
level interleaving, as shown in Fig. 5b; this assumes that the
distribution of sectors within a superblock follows Fig. 4b.
In this example, a chip-level interleaving of degree two is
sufficient to hide the flash read latency. But if this latency is
longer, a higher degree of chip-level interleaving will be
required to hide it.

With the superblock organization, the logical sector
address from the host is divided into a logical superblock
address and a sector address within that superblock, as
shown in Fig. 6. The logical superblock is mapped to a
physical superblock consisting of a set of physical blocks,
one from each chip in a superchip. The required mapping is
provided by the block mapping table, which is stored in
both the bulk RAM and the flash memory. One restriction
in the mapping between logical and physical superblocks is
that a given logical superblock can only be remapped to a
physical superblock in the same superchip. This allows
Hydra to utilize the copy-back page operation which is
allowed only between pages in the same flash memory chip,
as we explained earlier. To enforce this restriction, we use
the lower i bits of a logical superblock address to index
the superchip, where i ¼ log2ðnÞ, and n is the number of
superchips. This means that a logical superblock is always
remapped to a physical superblock in the same superchip.
Fig. 6 shows a decomposition of the sector address within a
superblock for arbitrary bus-level and chip-level interleav-
ing, under the assumption that sectors within a superblock
are distributed across the constituent physical blocks in the
manner shown in Fig. 4.
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3.2 Write Buffering

Hydra uses volatile write buffering to decouple the
materialization to flash memory from the processing of
host write requests. This requires a large portion of the bulk
RAM to be reserved as a sector buffer. The sector buffer
operates as a circular buffer, to which the sectors written by
the host are simply appended by the inbound feeder using
one of the ports provided by a multiport memory controller.

The information about the sectors in the sector buffer is
stored in the bulk RAM and is maintained for each logical
superblock by the FTL. This information is used when the

sectors are later materialized to flash memory. This
materialization is performed by the background units, and
it will be explained in detail in the next section. The
background materialization process is invoked in three
circumstances: when the free space in the sector buffer is
below a given threshold (called the flush high-watermark);
when the host sends a flush-cache request that requires
sectors write-buffered in volatile storage to be materialized
in nonvolatile storage; or when the number of superblocks
in the sector buffer rises above a given threshold.

3.3 Multiple High-Level Flash Memory Controllers

The Hydra SSD architecture uses multiple high-level flash
memory controllers, consisting of one foreground unit and
several background units. Each high-level controller is
capable of executing a sequence of high-level flash memory
operations, specified as a linked list of operation descrip-
tors. In Hydra, a high-level flash memory operation is
directed to a superchip, and for this reason, we refer to it as
a superchip operation. A linked list containing a sequence
of superchip operations is prepared by the FTL and the
address of the first descriptor is given to the high-level flash
memory controller through a command register.

A superchip operation operates on a physical superblock
and can span multiple superpages. For each superchip
operation, a high-level flash memory controller generates a
sequence of low-level flash memory operations, such as
those explained in Section 2.1, to perform the requested task
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Fig. 5. Timing of sequential read access with and without chip-level interleaving. (a) Sequential read access without chip-level interleaving.
(b) Sequential read access with two-way chip-level interleaving.

Fig. 6. Mapping from a logical sector address to a physical sector
address.



without any intervention by the FTL. We will now explain
the main superchip operations that can be performed by a
high-level flash memory controller.

3.3.1 High-Level Flash Memory Operations

Erase superchip. This operation erases all the physical
blocks in a physical superblock. It accepts the superchip
number and the physical block addresses of the physical
superblock to be erased. It then uses a sequence of low-level
erase block operations, as explained in Section 2.1, to
perform the erasure. If there is an error during one of the
low-level erase block operations, an interrupt is generated in
the FTL, which is also supplied with the identity of the
physical block which caused the error. This bad block is
mapped out and replaced by one of the spare physical blocks
which were reserved when the SSD was initialized. After this
replacement, the FTL retries the erase superchip operation.

Program superchip. This operation programs an arbitrary
number of sectors in a physical superblock. This superchip
operation takes five arguments: the superchip number, the
physical block addresses of the physical superblock, the
number of the start sector within the physical superblock, the
number of sectors to be programmed, and the start sector
buffer index from which the sectors to be programmed are
sequentially read. An error during a program superchip
operation is handled in a similar manner to an error during
an erase superchip operation, except that valid sectors in the
remapped superblock are copied to the new superblock
before the program superchip operation is retried.

Read superchip. This operation reads an arbitrary
number of sectors from a physical superblock. Like the
program superchip operation, it requires five arguments:
the superchip number, the physical block addresses of the
physical superblock, the number of the start sector within
the physical superblock, the number of sectors to be read,
and the start sector buffer index to which the requested
sectors are sequentially stored. The data returned from
flash memory can either be stored in the sector buffer or
forwarded to the host interface. For this purpose, a special
sector buffer index is reserved to designate the host
interface, and the splitter unit in Fig. 2 handles the routing
required.

Copy-back superchip. This is a merge operation
between the physical superblock currently mapped to a
logical superblock and the set of sectors that are write-
buffered in the sector buffer and belong to the logical
superblock. The operation has four arguments: the super-
chip number of the source and destination physical superb-
locks, the physical block addresses of the source physical
superblock (i.e., the physical superblock mapped to the
logical superblock before the merge), the address of the data
structure that contains information about the sectors write-
buffered in the sector buffer for the logical superblock, the
physical block addresses of the destination physical superb-
lock (i.e., the physical superblock mapped to the logical
superblock after the merge). Note that the superchip
numbers for both the source and destination physical
superblocks are the same, since a given logical superblock
is always mapped to the same superchip.

After a merge operation for a logical superblock, using a
copy-back superchip operation, the block mapping table in
the bulk RAM is updated for that logical superblock and a

log is created in a reserved area of flash memory.
Periodically, the block mapping table in the bulk RAM is
flushed to another reserved area of flash memory. During a
power-on recovery, the block mapping table in flash
memory is loaded into the bulk RAM and the logs are
replayed to reconstruct the up-to-date block mapping table.

3.3.2 Multiple Background Units

In the Hydra SSD architecture, there are multiple back-
ground units, each of which is a high-level flash memory
controller. This allows more than one superchip operation
involving different logical superblocks to be performed in
parallel. However, if the flash memory buses are reserved
by a background unit during the whole period of a low-
level flash memory operation, their utilization will be
severely impaired, as Fig. 7a illustrates. In this example,
since the flash memory buses are reserved for a low-level
erase operation issued by background unit 1, those from
background units 2 through 4 cannot be performed, even
though they are directed to different superchips. Note that
each E, P, R, and S command in the figure denotes multiple
low-level flash memory commands of the same type
directed to the constituent chips in the superchip. Similarly,
T indicates parallel data transfer to/from the chips in the
superchip over multiple flash memory buses.

To rectify the problem resulting from the coarse-grained
interleaving explained above, operations from background
units are more finely interleaved. If a background unit
issues a long-latency command such as an erase, program,
or read command, as part of a low-level flash operation,
that unit is suspended and another eligible background unit
is resumed. Afterwards, when the long-latency command
has been completed does the associated background unit
again become eligible for scheduling. The dispatcher unit
shown in Fig. 2 is responsible for this scheduling between
multiple background units. Fig. 7b shows how this fine-
grained interleaving corrects the problem that occurred in
the example of Fig. 7a. Background unit 1 is now suspended
after issuing an erase command, allowing other background
units to issue commands directed to other superchips. After
the erase command is complete, background unit 1 resumes
and it issues the required status check command.

3.4 Prioritized Handling of Foreground and
Background Requests

To reduce the response time of host read requests, one of
the high-level flash memory controllers is designated as the
foreground unit and is dedicated to servicing read requests.
The prioritized forwarder unit in Fig. 2 gives this fore-
ground unit priority over the background units. When a
new foreground request arrives, the prioritized forwarder
unit preempts the background processing in progress, at the
earliest possible time at which this can be done without
violating the correctness.

More specifically, when the foreground request targets a
superchip which is not being accessed by any of the
background units, the preemption occurs at the end of the
current primitive operation, as shown in Fig. 8a. In the
example given in this figure, the read operation by the
foreground unit is accessing super-chip 5, which is not being
used by any of the background units. This allows preemption
almost immediately after the current primitive operation is
complete.
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However, if the superchip which is the target of the
foreground request is currently being used by one of the
background units, preemption is delayed until the end of the
current low-level flash memory operation, as shown in
Fig. 8b. In this example, the foreground unit waits until the
current low-level flash operation from background unit 4 is
complete, since both units need to access the same superchip
(superchip 3). This delayed preemption is necessary since
an operation in a NAND flash memory chip cannot be
suspended by another operation addressed to the same chip.

3.5 Wear-Leveling

The use of block-level mapping in Hydra greatly simplifies
wear-leveling since block-level mapping, unlike page-level
mapping, does not suffer from the complications that arise
if wear-leveling is coupled to garbage collection [8], [10],
[17]. Instead, Hydra uses two simple techniques borrowed
from wear-leveling in page-mapping FTLs: one is implicit
and the other explicit [3], [10]. In implicit wear-leveling,
when a merge operation is performed, the free physical
superblock with the smallest erase count is used as the

destination of the copy-back superchip operation. In explicit
wear-leveling, when the SSD is idle, the physical superblock
with the smallest erase count (among those mapped to
logical superblocks) is swapped with the free physical
superblock with the largest erase count, provided that the
difference between the two counts is above a certain
threshold. To facilitate both implicit and explicit wear-
leveling, Hydra keeps erase counts of all the physical
superblocks in the bulk RAM, and flushes this information
to flash memory when the block mapping table is flushed.

4 PROTOTYPE IMPLEMENTATION AND

PERFORMANCE EVALUATION

We constructed a prototype implementation of the Hydra
SSD architecture and evaluated its performance. After
describing the experimental setup, we will present the
results that we obtained with the PCMark05 [9] and TPC-C
[31] benchmarks in Sections 4.2 and 4.3, respectively.
Finally, we will discuss issues of energy consumption and
wear-leveling in Section 4.4.
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4.1 Experimental Setup

We implemented a prototype of the Hydra SSD architec-

ture using the in-house development board shown in Fig. 9,

which has a Xilinx Virtex 4 FPGA (XC4VFX100-10FF1517)

with two embedded PowerPC405 processors, of which

we use only one. Most of the functionality of Hydra is

implemented in the FPGA, except for bulk RAM and

NAND flash memory.
The bulk RAM consists of a 64 MB SDRAM, of which only

16 MB is used by the prototype implementation. The NAND

flash memory consists of four NAND flash memory

modules, each of which fits into a socket in the development

board and connects to a separate flash memory bus. The

socket can accept various NAND flash memory modules, as

shown in Fig. 9. The module that we used contains eight

1 GB NAND flash memory chips, giving a total capacity of

32 GB (1 GB=chip� 8 chips=module� 4 modules).
The host interface of the development board has both

serial ATA (S-ATA) [13] and parallel ATA (P-ATA) [12]

connectors. A device-side P-ATA controller is implemen-
ted in the FPGA, and the S-ATA interface is achieved by a
P-ATA to S-ATA bridge chip. The board also has an
extension slot, a DDR SDRAM, an Ethernet interface, a
synchronous SRAM, and a NOR flash memory to support
future developments. More details about the development
board can be found in [23].

In the default configuration, the embedded PowerPC405
processor in the FPGA operates at 200 MHz, and the system
bus runs at 100 MHz. The code, data, and stack sections
required by the FTL are provided by the embedded RAM in
the FPGA. All the Hydra-specific units and data paths in the
prototype are 32 bits wide and operate at 80 MHz, except for
the flash memory subsystem, in which the data-path is 8 bits
wide and operates at 40 MHz, as required to interface to
the NAND flash memory buses. The default interleaving
configuration is 4-way bus-level interleaving and 2-way
chip-level interleaving, and sectors are distributed within a
superblock, as shown in Fig. 4b. The code and data size of
the FTL implemented using embedded RAM in the FPGA is
62.3 KB and 11.9 KB, respectively. Table 1 summarizes the
utilization of the FPGA by the Hydra SSD prototype in this
default configuration, which shows that Hydra can be
comfortably implemented in a single ASIC chip.

Out of the 16 MB of bulk RAM accessible in the
prototype, 1 MB is used for storing various Hydra
metadata including 256 KB for the block mapping table
and the remaining memory (i.e., 15 MB) for the sector
buffer. In the prototype implementation, background
materialization is invoked if the free space in the sector
buffer drops below 30 percent or there are more than eight
superblocks in the sector buffer. In both cases, background
materialization continues until only the superblock most
recently written by the host remains in the sector buffer.
But if a flush-cache request is received from the host, all the
data in the sector buffer is materialized to flash memory.

SEONG ET AL.: HYDRA: A BLOCK-MAPPED PARALLEL FLASH MEMORY SOLID-STATE DISK ARCHITECTURE 913
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(a) When there is no superchip conflict. (b) When there is a superchip
conflict.

Fig. 9. Hydra SSD prototype.

TABLE 1
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For comparison purposes, we also evaluated the perfor-
mance of two HDDs and three SSDs, whose specifications
are given in Table 2. All of them use the P-ATA host
interface, allowing a fair comparison. The host system is a
desktop PC with a 2.8 GHz Intel Pentium 4 processor and
1 GB of main memory, running Windows XP Professional
(Version 5.1.2600). The main-board chipset is the Intel i965P
and the host-side ATA controller is the Intel ICH7R.

4.2 Performance Evaluation (PCMark05)

This section reports results from our performance evalua-
tion using the PCMark05 HDD benchmark program
(build 1.2.0) [9] that emulates the workload of a typical
PC environment. PCMark05 has five components: XP
Startup, Application Loading, General Usage, Virus Scan, and
File Write. Each replays actual disk accesses recorded in the
corresponding context and contains not only regular read
and write requests but also flush-cache requests that
require sectors previously buffered to volatile storage to
be materialized to nonvolatile storage. XP Startup replays
read and write requests made by the host during a
Windows XP boot-up. About 90 percent of its requests
are for reading and 10 percent for writing. Application
Loading contains the host requests made during the launch

and termination of application programs such as Microsoft
Word, Adobe Acrobat Reader, and the Mozilla Internet
Browser. It consists of 83 percent reads and 17 percent
writes. General Usage contains host requests made during
the execution of application programs such as Microsoft
Word, Winzip, Winamp, Microsoft Internet Explorer, and
Windows Media Player. It has 60 percent reads and
40 percent writes. Virus Scan contains host requests made
while scanning 600 MB of files for viruses. As might be
expected, its requests are 99.5 percent reads. Finally, File
Write contains host requests for writing 680 MB of files, and
does not include any read requests.

The result of running each component benchmark is
expressed as a transfer rate in megabytes per second and
the PCMark05 benchmark reports an HDD score [9] which
is the geometric mean of the five-component benchmark
results multiplied by 300.

4.2.1 Comparison of Hydra with HDDs and Other SSDs

Fig. 10 shows PCMark05 HDD benchmark results for the
Hydra SSD prototype and the other five storage systems in
Table 2. The resulting scores show that Hydra performs
80 percent better (6080 versus 11045) than the best of the
other disks, which was the Samsung 2.5-inch SSD.
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In general, the results suggest that SSDs perform better
than HDDs for nonsequential workloads, such as XP
Startup, Application Loading, and General Usage, because
there is no seek time or rotational latency. However, for
sequential workloads (Virus Scan and File Write), all the
storage systems perform better, as we would expect, and
there is little difference between the performance of the
SSDs and HDDs.

4.2.2 Sensitivity Analysis

Effects of bus-level and chip-level interleaving. Fig. 11
shows the PCMark05 scores for the Hydra prototype for
various degrees of bus-level and chip-level interleaving.
These results show a substantial improvement in perfor-
mance on all the component benchmarks as the degree of
either type of interleaving is increased. This can be attributed
to faster servicing of both read requests from the host and
also background materialization to flash memory.

One interesting result is that Virus Scan hardly benefits
from increasing the degree of chip-level interleaving when
the degree of bus-level interleaving is four. It appears that the
desktop PC used as the host system becomes the bottleneck
at about 75 MB/s when the P-ATA interface is used. To
investigate this further, we slowed down the flash memory
bus clock from 40 to 30 MHz, while leaving the 4-way bus-
level and 2-way chip-level interleaving unchanged. The
result of Virus Scan stayed at about 75 MB/s, reinforcing our
diagnosis of a bottleneck in the host system.

Effects of write buffering. Fig. 12a gives the PCMark05
scores for various sizes of the sector buffer used for write
buffering. We can see that performance is severely limited
when there is no write buffering for all the component
benchmarks except for Virus Scan, which consists mostly of
read accesses. The results also show that increasing the
sector buffer size beyond 2 MB does not improve the
performance very much, except in the case of File Write.
That benchmark mainly consists of bulk writes, and so the
performance improves up to the maximum sector buffer
size of 15 MB.

We then fixed the buffer size at 15 MB, and looked at the
effect of changing the flush high-watermark (Fig. 12b). On
all the benchmarks except File Write, the result is similar to
that of changing the sector buffer size, which is plausible
because reducing the flush high-watermark has the indirect

effect of limiting the size of the sector buffer available for

write buffering. For File Write, however, the performance

improves until the flush high-watermark reaches 10 MB,

and then deteriorates. It would seem that this anomalous

behavior occurs because materialization is delayed as the

high-watermark increases, since the materialization is only

triggered when the high-watermark is reached.
Effects of multiple background units. Fig. 13 shows that

the performance of Hydra improves gradually as more

background units are used for writing to flash. The exception

is Virus Scan, which consists mostly of reads. The perfor-

mance improvement is most noticeable for File Write, which
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consists entirely of writes, providing many opportunities for
parallel materialization by multiple background units.

Effect of prioritized handling of foreground and back-

ground requests. To evaluate the effect of prioritizing
foreground requests over background ones, we disabled
this feature. The results are shown in Fig. 14a. As we would
expect, Virus Scan and File Write are largely unaffected, as
they are either mostly reads or mostly writes. Much more
surprising is the marginal effect on the other three bench-
marks. These rather unexpected results seem to be due to
flush-cache requests from the host requiring sectors write-
buffered in the sector buffer to be flushed to flash memory
to maintain file system consistency. This decreases the
probability of reads conflicting with the materialization to
flash memory of previously written data.

To investigate further, we performed an experiment in
which we ignored all the flush-cache requests from the
host. The results in Fig. 14b show that in this new setting
there is a significant performance improvement of more
than 15 percent for XP Startup, Application Loading, and
General Usage.

We then performed a further experiment with synthetic
workloads using the IOMeter tool [14]. We generated a series
of 4 KB read requests intermixed with a series of 4 KB write
requests. We varied the proportion of read and write requests
and measured the average response time for the read
requests. The results are shown in Fig. 15. Without prioritized
handling, the average response time for read requests

increases more rapidly as we inject more write requests. As
a result, when the read/write ratio reaches 1:9, the average
response time without prioritized handling is almost triple
the average response time with prioritized handling.

Effects of optimized handling of flush-cache requests.

The results above show that flush-cache requests from the
host have a significant effect on performance. In the
default setting, when it receives a flush-cache request, the
Hydra SSD materializes all the superblocks that are write-
buffered in the sector buffer before signaling completion.
This sometimes creates a large delay when there are a
large number of superblocks in the sector buffer. One way
of reducing this delay is to flush temporarily the write-
buffered data to a known location in flash memory
without performing merge operations. The results in
Fig. 16 show that this optimization yields a significant
performance improvement of around 20 percent for
XP Startup, Application Loading, and General Usage, in
which most of the write requests are small. But this
change has little effect on Virus Scan, in which most
requests are reads, or on File Write, in which whole
superblocks are written in most cases.

Effects of processor speed. In the default setting,
multiple background units are implemented in hardware
and execute a sequence of high-level flash memory
operations without any intervention by the FTL. This
hardware automation improves overall performance by
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Fig. 14. Effect of prioritized handling. (a) Default setting. (b) No flush-
cache handling.

Fig. 15. Effects of prioritized handling (IOMeter).

Fig. 16. Effects of optimized handling of flush-cache requests.



reducing the overhead of management work in the FTL. To

assess the effectiveness of this, we also implemented a

software version of the background units and compared the

performance of the two versions, while varying the speed of

the processor from 10 to 160 MHz. The results, shown in

Fig. 17, demonstrate that the performance with the hard-

ware background units is far better than that with the

software units, and unaffected by the speed of the processor

beyond 40 MHz. On the other hand, the performance with

the software units continuously increases with the speed of

the processor, and the processor still remains as a bottleneck

even at 160 MHz.
Effect of the foreground request synthesizer. The

foreground request synthesizer tries to reduce the response

time of host read requests by generating the corresponding

foreground requests entirely in hardware. To assess the

effectiveness of this, we tried turning this feature off, and

the results are given in Fig. 18. To our disappointment, the

hardware foreground request synthesizer seemed largely

ineffectual. The expense of this part of the hardware cannot

be justified if the same functionality runs just as efficiently

when implemented in software.
Effect of mapping table replication. The block mapping

table is the central data structure in Hydra, and is critical

to the integrity of the system. One way to improve the

reliability of Hydra would be to replicate this table in flash

memory for added protection. The results in Fig. 19 show

that this added protection can be obtained without seriously

affecting the performance (<5 percent).

4.3 Performance Evaluation (TPC-C)

To complement the performance evaluation based on
PCMark05, which emulates a typical PC workload, we also
performed experiments using traces obtained from running
the TPC-C benchmark [31], which emulates an online
transaction processing (OLTP) system. The TPC-C bench-
mark traces were collected from an Oracle database server
running on Linux. The benchmark ran for an hour and disk-
level I/O traces were collected using the Blktrace tool [5].

The traces contained 2,701,720 sectors (�1:3 GB) and
the ratio of reads to writes was 3.36:1. The I/O requests
were mostly for 2 KB of data, and spanned over 9 GB of
logical sector address space. The traces were replayed
using the Btrecord [6] and Btreplay [7] tools and we used
I/Os per second (IOPS) as the performance metric.

The results are shown in Fig. 20 for the various versions
of Hydra and the set of HDDs and SSDs discussed
previously. For Hydra, we tested software background
units and hardware background units. In the latter case,
we varied the number of units, and also turned off the
foreground request synthesizer, and then turned off prior-
itized handling as well.

The results, shown in Fig. 20, show similar trends to those
obtained with PCMark05. We see that all the variations of
Hydra, including the one with software background units,
outperform the other storage systems, and the effect of
implementing background units in hardware dwarfs the
other modifications to Hydra. The number of background
units also has a considerable impact, while prioritized
handling has a modest effect and the foreground request
synthesizer makes no noticeable difference. These phenom-
ena have already been explained.

4.4 Related Issues

4.4.1 Energy Consumption

Table 3 presents the energy consumption (in microjoules
per sector read or written) of the Hydra SSD prototype and
the other five storage systems, for four different types of
workload (sequential read, sequential write, random read,
and random write). These results were obtained by
measuring the current drawn from the 5 V/12 V power
supply to the various storage systems while the workloads
were applied by the host. To measure the currents, we
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inserted a small resistor in each power line and gauged the
voltage drop across the resistor using a data acquisition
(DAQ) board (National Instrument PCI-6259) with a
sampling rate of 1.25 million samples per second. In the
case of Hydra, we also measured the individual power
consumption of the NAND flash memory and the SDRAM,
using separate DAQ connections in the development board.

The results in Table 3 show that, for sequential reads,
sequential writes, and random reads, the SSDs including the
Hydra prototype consume less energy than the HDDs, and
that for these three types of workload, the Samsung 2.5-inch
SSD consumes the least amount of energy. For random
writes, Hydra consumes less energy than the other SSDs, but
more than the Seagate 2.5-inch HDD. The relatively large
amount of energy required by SSDs to perform random
writes is a result of the inherent inability of flash memory
to overwrite data directly, so that many page copies are
required during garbage collection or merge operation
depending on the mapping scheme used.

The energy consumption of the Hydra prototype is
bound to be considerably larger because it is implemented
in FPGA. We would expect the energy consumption of an
ASIC implementation to be somewhere between that of the
prototype and that of the NAND flash memory and SDRAM
components of the prototype (both shown in the table).

4.4.2 Wear-Leveling

We assessed the effectiveness of the wear-leveling techni-
que used in Hydra by means of simulation, since it would

take too long to observe actual patterns of wear in the
Hydra prototype. In this simulation, we divided the storage
space into two regions: a read-only region (30 percent) and
a read/write region (70 percent). The latter is, in turn,
divided into a hot region (20 percent) and a cold region
(80 percent). The hot region is subject to 80 percent of the
total write operations and the cold region to 20 percent.

Fig. 21a shows the maximum difference in erase counts
among the physical superblocks over time for different
threshold values used in Hydra’s explicit wear-leveling
technique. The results show that when this explicit method
of wear-leveling is used, there is an upper bound on the
variation in erase counts.

The results also show that a smaller threshold value gives
a tighter upper bound and more effective wear-leveling, but
this is at the expense of an increase in the number of extra
erase operations, as Fig. 21b illustrates. This indicates that
there is a trade-off between the effectiveness of wear-
leveling and the amount of the overhead involved.

Fig. 21 also shows the results obtained without explicit
wear-leveling (i.e., when the threshold value ¼ 1). In this
case, the variation in wear increases linearly over time,
because some superblocks only contain read-only data. The
value of explicit wear-leveling is clear.

If there is no implicit wear-leveling, then the maximum
difference between the erase counts of physical superblocks
is still bounded, as we can see in Fig. 22a; but Fig. 22b
shows that more explicit wear-leveling is required to bring
the difference in erase counts back below the required
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Fig. 20. TPC-C benchmark results.
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Energy Consumption Measurement Results



threshold. This shows that explicit wear-leveling does not
make implicit wear-leveling redundant.

5 CONCLUSIONS

We have presented a new flash memory SSD architecture
called Hydra that exploits multichip parallelism effectively.

1. It uses both bus-level and chip-level interleaving to
overcome the bandwidth limitation of the flash
memory bus/chip.

2. It has a prioritized structure of memory control-
lers, consisting of a single high-priority foreground
unit and multiple low-priority background units,
all capable of executing sequences of high-level
flash memory operations without any software
intervention. The foreground unit is dedicated to
the processing of read requests from the host to
minimize the response time.

3. It employs an aggressive write buffering scheme,
which ensures that the background units are utilized
effectively, and also reduces the response time of
write requests.

Evaluation of an FPGA implementation of the Hydra
SSD architecture showed that its performance is over
80 percent better than the best of the HDDs and other SSDs
that we considered.

Currently, we are building an SSD which is similar to
Hydra, except that it is based on page-level mapping.
Although we have already mentioned the problems
inherent in page-level mapping, such as the need for a
large mapping table and the overhead of garbage collection
that sharply increases with utilization, this approach has
great potential to improve the performance of small
random writes, which cannot be dealt with efficiently by
an SSD based on block-level mapping. We plan to compare

the two types of SSD architecture using workloads that are
sufficient to trigger the utilization-dependent effects of
garbage collection in the case of page-level mapping. We
hope that this performance characterization will allow us to
design an efficient RAID [25] architecture, in which both
SSD architectures are combined to achieve an improved
level of overall performance.
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